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Abstract

Various speech tests have been proposed for measur-
ing hearing abilities of both normal hearing and hearing-
impaired people. One well-known measure is the speech
reception threshold (SRT) defining the signal-to-noise ratio
(SNR) level at which the speech recognition rate of a person
is 50%. The SRT measurement is relevant for quantifying
the hearing abilities of normal listeners, periodic screen-
ings of cochlear implant (CI) patients, algorithm develop-
ment in hearing aids and CIs and psychoacoustic research.
In this work, we demonstrate our efforts on integrating an
automatic speech recognizer into a conventional SRT mea-
surement software utilized by audiologists. Adopting such
an automatic evaluation scheme is expected to reduce hu-
man effort which can then be invested in more vital tasks,
e.g. psychoacoustic research or providing additional assis-
tance to CI patients. The proposed system has shown to be
viable providing sufficiently accurate SRT estimates.

1. Introduction

Speech reception threshold (SRT) measurements have
been used for evaluating a listener’s hearing capabilities and
diagnosing hearing loss [14]. In a clinical setting, the SRT
value is a subjective measure for quantifying the hearing
ability of patients with cochlear implants (CI) in order to
adjust the CI parameters and analyze the impact of new de-
velopments in CI devices on the patient’s hearing abilities
[15]. Moreover, these measurements provide useful data for
psychoacoustic research [13].

In practice, the SRT measurements are performed by re-
peated and adaptive tests of the up-down type as described
in [9] performed by an audiologist. The speech material
used during these tests has to be designed carefully in or-
der to obtain accurate SRT estimates [10]. Several Dutch
speech tests have also been proposed for determining a pa-
tient’s SRT, e.g. NVA-tests [19] and LIST-tests [18]. During
these tests, words or sentences which are embedded in dif-
ferent levels of noise are presented to the patients and they

are asked to repeat what they have heard. The responses are
evaluated by an audiologist who decides if patients properly
repeat the presented word or sentence. LIST tests consist
of ten sentences that are presented to a patient at a certain
noise level. For each sentence, two to five keywords are de-
fined. Each keyword in the patient’s response is evaluated
by the audiologist and if all keywords were reproduced cor-
rectly (incorrectly), the noise level in which the following
sentence is embedded is increased (decreased) by 2 dB re-
sulting in a more (less) challenging recognition task. After
presenting ten sentences, the SRT value is obtained by aver-
aging the signal-to-noise ratio (SNR) levels at which the last
six sentences are presented. This SRT value corresponds to
the SNR value where 50% of the words are understood cor-
rectly by the patient.

Automation of these tests was investigated in [16, 8] by
letting the patients type what they have heard while account-
ing for spelling errors. A rehabilitation tool for CI users
using automatic speech recognition (ASR) is described in
[11]. CI patients are encouraged to repeat spoken sentences
upon which correctness feedback is provided using ASR.
The proposed system for SRT tests is similar in recognition
task, but differs in the language model constraints since the
main task is to detect the keywords rather than recognition
of the complete utterance. As the expected utterances are
known in the scope of this paper, the use of deterministic
language models is feasible. For this purpose, a flexible
nonsequential finite state grammar (FSG) has been used in
order to be able to accept responses with incorrect word or-
der.

To the best of our knowledge, this is the first effort to
establish an automatic evaluation scheme for SRT measure-
ments. The SRT measurement procedure was identified as
one that was particularly apt for automation since it seems
feasible to set up an automatic speech evaluation method
that makes significantly fewer errors than the patient under
test who has a recognition error around 50% by definition.
Once the error rate of the speech recognizer is small enough
compared to 50%, these errors are expected not to affect
the test outcome significantly. The initial experimental find-
ings towards such an automated system using an automatic
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Figure 1. Impact of Recognizer Errors on the
SRT Measurement

speech recognizer are given in [4]. Particularly, the impact
of recognizer errors on measured SRT values has been in-
vestigated which is presented in Figure 1. From these re-
sults, it can be concluded that the recognizer errors have a
negligible impact on the measured SRT value.

Practically, the benefits of using the automated system
are twofold. Firstly, an automated test provides the benefits
of an objective and repeatable measurement compared to
an audiologist whose evaluation may be biased. Moreover,
automating this procedure saves a great amount of time in
which audiologists could intensify their assistance to CI pa-
tients and psychoacoustic research.

The rest of the paper is organized as follows. Section 2
introduces the speech recognizer’s architecture. The imple-
mentation details are described in Section 3. The paper is
concluded in Section 4.

2 Automatic Speech Evaluation Scheme

2.1 ASR overview

A two-layered HMM-based recognition system has been
used for obtaining the word-level recognition output. A
similar recognizer has been applied to a reading level as-
sessment task of pupils and provided a significantly better
ROC curve compared to a single-layered recognizer [5]. In
the first layer, a phone recognizer generates a phone lat-
tice using task-independent acoustic and language models.
These models can be general models that are trained on
the data of the target language. In the second layer, task-
dependent information is provided in the form of an FSG
describing lexical and grammatical knowledge. This struc-
ture comes with increased modularity as the generic phone
recognizer can be used for any recognition task provided
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Figure 2. Example of an FSG model for a LIST
sentence

that the task-specific information is contained in the second
stage [7]. Using the task-dependent information incorpo-
rated in the FSGs, the phone lattice obtained in the previous
step is decoded into a word level recognition result which
can further be processed to obtain the keywords that have
been uttered.

2.2 Task-specific Language Models

The SRT measurement procedure is well-structured in
the sense that the recognizer has access to the sentence that
is presented to the patients via headphones. As the sen-
tences that have to be recognized are known in advance,
using FSGs is feasible for this recognition task. Due to the
nature of SRT measurement tests, it is a requirement to have
higher flexibility in the FSG as the test subject is only scored
on the selected keywords in the sentence and is allowed to
repeat the keywords in an arbitrary order. Non-keywords
can be skipped, inserted or substituted.

An example FSG is illustrated for the Dutch sentence
“MAMA vertelt ons elke AVOND een kort VERHAAL”
(MOM reads us a short STORY every NIGHT) in Figure
2, where keywords are written in uppercase characters. The
arcs that models the correct sentence are given in bold. The
start and end nodes are marked as “START” and “END” re-
spectively. All other nodes are labeled with the keywords:
visiting a state indicates the associated keyword was de-
tected. State transitions occur upon a match between a word
or phrase model and a partial path in the phone lattice gen-
erated by the first layer. Non-keywords, silence (marked
as “sil”) and garbage words (marked as “gbg”) result in a
self-transition. Garbage words stand for any unanticipated
utterances which are different from the presented sentence.
To avoid being it often preferred over other arcs, it is penal-
ized with a garbage model cost that is incurred once upon
entry.



Figure 3. Recording the patient’s response

3 Implementation Details

3.1 The Speech Recognizer

The proposed system uses the Dutch recognizer devel-
oped as a part of the SPRAAK recognition toolkit1. The
acoustic models were trained on the CoGen database [3]
which contains 7 hours of read speech. The speaker inde-
pendent acoustic models are semicontinuous HMMs with
tied Gaussians consisting of 576 states and 10635 Gaus-
sians. The task-independent language model consists of
a trigram phoneme sequence model derived from a Dutch
database with correctly read sentences [6]. The preprocess-
ing is based on Mel-spectrum analysis and includes cepstral
mean subtraction and discriminant analysis (MIDA) [2].

3.2 Baseline SRT Measurement Software

The baseline SRT measurement software has been de-
scribed in [1]. The measurement procedure is implemented
in MATLAB with a user interface containing several input
textboxes. In this software, the audiologist evaluates the
pronunciation of the patient after each sentence and marks
the correctedly pronounced keywords manually. The SNR
level of the upcoming sentence is adjusted depending on the
evaluation. After all ten sentences are presented, the SRT
level is calculated by averaging the last six SNR levels.

1www.spraak.org

3.3 Modifications Towards an Automatic
System

The software is modified in a way that patient responses
are recorded for a variable duration depending on the du-
ration of the presented sentence. A screenshot of the
software recording the patient’s response is illustrated in
Figure 3. Then, the recording is sent via HTTP to a
RESTful web service which performs keyword detection
as described in Section 2. Both the client and server
were built using the CLAM application wrapper [17] with
which we have already built several ASR services [12].
In this way, the SRT measurement can be performed by
the patient without the guidance of the audiologist af-
ter a brief tutorial about the measurement procedure. A
demonstration of the automatic SRT measurement proce-
dure is available in http://www.esat.kuleuven.
be/psi/spraak/demo/srt/.

4 Conclusion

An automated evaluation scheme for speech reception
threshold measurements has been implemented using auto-
matic speech recognition technology. The proposed setup
is based on conventional SRT measurement software as it is
used by audiologists today. The future work includes an in-
depth analysis of the system with cochlear implant patients
and investigation of the possible practical limitations.
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