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Abstract

In this demonstration we show a system for the render-
ing of directional sources based on a loudspeaker array.
The rendering methodology is based on the idea of the de-
composition of the sound field in plane waves. The speaker
array is divided into overlapping sub-arrays, each generat-
ing a plane-wave component. Individual plane waves are
weighed by the desired directivity pattern. We demonstrate
the capability of the rendering system in an acoustic scene
consisting of two sources (a male and a female speaker)
partially occluded by walls. The listener can freely move in
the scene to appreciate the spatial audio effect. A tracking
and visualizazion system based on a Kinect camera and a
2D display is used to provide a visual feedback of the acous-
tic scene from the viewpoint of the listener.

1. Introduction and motivations

The problem of sound field rendering is of growing in-
terest in multimedia for potential applications in immersive
gaming, telepresence and all the scenarios in which the de-
livery of a realistic sound impression is an issue. In particu-
lar, the rendering of the directivity is of crucial importance
for improving the immersivity. There are evidences in the
literature [4] that the disparities in the sound field at differ-
ent listening positions created by the directional properties
of sources greatly contribute in making realistic and immer-
sive the sound scene. Some works in the literature focus
on the problem of rendering directional cues of the source,
in both nearfield [1] (for Ambisonics) and farfield [7] (for
WFS).

In this demonstration we show an alternate route, par-
tially inspired by the novel idea of plenacoustic rendering
[2]. In particular, the loudspeaker array acts as an Emission
Window (EW) and it is subdivided into sub-arrays, each
in charge of rendering the planar portion of the acoustic

wavefront that, departing from the virtual acoustic source,
passes through the considered sub-array. The overall acous-
tic wavefront is obtained through the superposition effect,
after a phase alignment stage, which guarantees that the pla-
nar wavefronts produced by all the sub-arrays are aligned
in phase. The beamforming filter of each sub-array is ob-
tained by means of the Superdirective Beamforming (SD),
described in [6].

The directivity is implemented in the plenacoustic ren-
dering framework by weighing the planar wavefronts of
each sub-array through the directivity pattern of the virtual
source to be rendered.

The acoustic scene rendered consists of two sources par-
tially occluded by two walls. The listener can freely move
in the acoustic scene to appreciate the different attenuation
of the sources caused by the occlusion from the walls. A
Kinect camera and a 2D display are also used to provide to
the listener a visual feedback of the scene from its location.

2. Scientific and technical description

Let us consider an array of M loudspeakers. Trans-
ducers locations in Cartesian coordinates are xm =
[xmym]T , m = 0, ,̇M − 1. We adopt the linear array con-
figuration with uniform spacing q along the x axis and we
fix the reference frame so that ym = y0 for all the loud-
speakers. The line on which the array lies determines two
half-spaces. We are interested in rendering the sound field
in the half-space y > y0. The virtual source emits the sig-
nal s(t) and it is also characterized by the polar pattern
D̃(α, ω), where α is the angle with respect to the x axis
and ω is the radial frequency. Our goal is to render the
sound field generated by the virtual source, including the
radiation pattern. As depicted in Fig. 1, the array is decom-
posed into maximally overlapped sub-arrays, each consist-
ing of W adjacent loudspeakers. The number of sub-arrays
is M − W + 1. Our goal is to operate a plane-wave de-
composition. In a 2-dimensional sound field the dispersion



(SD), described in [12].
Coming back to the main purpose of this work, the direc-

tivity is implemented in the plenacoustic rendering framework
by weighing the planar wavefronts of each sub-array through
the directivity pattern of the virtual source to be rendered.
The main advantage of the proposed technique lies in the fact
that the directivity of the sound source is easily included in
the rendering framework, whereas other techniques, such as
WFS, need to adopt a preliminary analysis based on spherical
harmonics. Simulative and experimental results confirm that
a more accurate rendering is possible with respect to other
techniques available in the literature.

The rest of the paper is organized as follows: section II
formulates the problem and introduces the notation. Section
III illustrates the theory of plenacoustic rendering. Moreover,
in Section III, Superdirective Beamforming is summarized
for what concerns the rendering from individual sub-arrays.
Section IV discusses the problem of integrating the directivity
into the framework and extends the application to wideband
signals. Finally, section V shows simulations and experimental
results to prove the accuracy of the methodology presented in
this paper.

II. PROBLEM STATEMENT

Let us consider an array of M loudspeakers. Transducers lo-
cations in Cartesian coordinates are xm =

⇥
xm ym

⇤T
, m =

0, . . . , M � 1. We adopt the linear array configuration with
uniform spacing q along the x axis and we fix the reference
frame so that ym = y0 for all the loudspeakers. The line
on which the array lies determines two half-spaces. We are
interested in rendering the sound field in the half-space y > y0.
We assume the sound source to be located in the origin of the
reference frame, i.e. in xs =

⇥
0 0

⇤T
. Any other location

of the source can be considered as a roto-translation of the
coordinate system and therefore is included in the current
framework.

The virtual source emits the signal s(t) and it is also charac-
terized by the polar pattern D̃(↵, !), where ↵ is the angle with
respect to the x axis and ! is the radial frequency. Our goal
is to render the sound field generated by the virtual source,
including the radiation pattern. As depicted in Fig. 1, the
array is decomposed into maximally overlapped sub-arrays,
each consisting of W adjacent loudspeakers. The number of
sub-arrays is M �W +1. Our goal is to operate a plane-wave
decomposition, and each sub-array is in charge of reproducing
a component of the overall soundfield. A generic point in space
is denoted with the symbol x =

⇥
x y

⇤T
, and the space-

time dependent sound pressure measured in x at time t is
p(x, t). Let us consider for a while that the signal s(t) is
narrowband, and the wavenumber vector is k and k = kkk.
Later on, we will extend our discussion to wideband signals by
means of Fourier analysis. In a 2-dimensional sound field the
dispersion equation can be written as k2 = (!/⌫)2 = k2

x +k2
y ,

where kx and ky are the components of the wavenumber
vector k and ⌫ is the speed of sound. We can therefore write
that ky =

p
k2 � k2

x. Considering a plane wave travelling
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Figure 1: Reference frame and decomposition of the loud-
speaker array into sub-arrays.

in direction ↵, the Cartesian components of its wavenumber
vector are kx = (!/⌫) cos↵ and ky = (!/⌫) sin↵. In this
context we can reformulate the Plane Wave Decomposition
(PWD), described in [13] for 3-dimensional fields, as

p(x, t) =

Z

R
D̃(kx)ej(kT x�!t) dkx, (1)

The 2-dimensional position vector x is related to polar co-
ordinates by x = r cos↵ and y = r sin↵. The space-
frequency pressure sound field is p̃(x, !) and its relationship
with D(↵, !) is

p̃(x, !) =

Z 2⇡

0

D̃(↵, !)ej !
⌫ (k̂T x) d↵, (2)

where k̂ = k/k =
⇥
cos↵ sin↵

⇤T
is the wavenumber versor.

Eq. (2) states that p̃(x, !) can be thought as the sum of
infinite plane waves, weighted by the polar pattern D̃(↵, !).
As a matter of fact, a number of decompositions can be
conceived for the pressure sound field. A popular one is
the Rayleigh I integral, which claims that the sound field
produced by a source in a volume V can be reproduced by
an infinite distribution of secondary omnidirectional sound
sources located on the boundary S of V . The Rayleigh I
integral is used for sound field rendering purposes by Wave
Field Synthesis (WFS) methodology [1], [2].

In this paper we aim at approximating the PWD decomposi-
tion in (2) by a finite sum of plane-wave components, rendered
by the loudspeaker array. More specifically, each sub-array is
in charge of reproducing a plane-wave component with travel
direction ↵i, where ↵i is the angle formed by the x axis and
the position vector of the central loudspeaker of the ith sub-
array, and it is given by

↵i = arctan

✓
yi+bW/2c
xi+bW/2c

◆
= arctan

✓
y0

xi+bW/2c

◆
, (3)

and the operator b · c denotes the floor truncation. Notice that
we could also demand each sub-array to produce a set of
plane waves rather than only a single plane-wave component.
Some preliminary results showed that a tradeoff issue between
the computational cost (the burden of the rendering engine is
proportional to the number of components rendered by each
sub-array) and the accuracy of the rendering exists. Therefore

Figure 1. Reference frame and decomposi-
tion of the loudspeaker array into sub-arrays.

equation can be written as k2 = (ω/ν)2 = k2x + k2y , where
kx and ky are the components of the wavenumber vector k
and ν is the speed of sound. Each sub-array is in charge
of reproducing a plane-wave component with travel direc-
tion αi, where αi is the angle formed by the x axis and the
position vector of the central loudspeaker of the ith sub-
array. The space-frequency pressure sound field p̃(x, ω) is
approximated through Plane Wave Decomposition (PWD)
by

p̃(x, ω) ≈
M−W∑

i=0

d̃i(ω)e
j ων (k̂

T
i x) = p̃P(x, ω), (1)

where d̃i(ω) is related to the directivity D̃(αi, ωl) through

d̃i(ω) = D̃(αi, ω). (2)

3. Implementation and use

The overall scheme of the rendering system is shown in
Fig. 3.1. In this Section we show how each component is
implemented.

3.1. Beamforming

In order to render the individual plane wave components
we have adopted the data-independent reformulation of the
MVDR beamformer, at our knowledge introduced in [6].
This choice maximizes the directivity with the limited num-
bers of transducers available in each sub-array. In order to
include in the framework wideband signals, we operate a
subdivision of the frequency axis into L sub-bands. Let ωl

be the central frequency of the lth sub-band and

ωs,i =
ωl

ν
q cosαi (3)

be the spatial frequency of a plane wave with time radial
frequency ωl and travel direction αi, i = 0, . . . ,M −W .

Beamforming sub-
array 1

Beamforming sub-
array 2

Beamforming sub-
array M-W+1

Source location

Directivity

W
avefront synchronisation and m
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Figure 2. The compuational scheme to derive
the filters applied to each loudspeaker.

Denoting the noise covariance matrix for the lth sub-
band with R̃(l), the MVDR spatial filter f̃i(l) is [3]

f̃i(l) =
R̃−1(l)ãi(l)

ãH
i (l)R̃−1(l)ãi(l)

, (4)

The element at row r and column c of the coherence matrix
is [6]

Γ̃(l)|cr = sinc

(
2π‖xr − xc‖

c

Fsl

L

)
, (5)

where xr and xc are the coordinates of the r and cth ele-
ments of the loudspeaker array, respectively; and Fs is the
sampling frequency.

3.2. Directivity, Wavefront synchronization
and merge

The rendering coefficient relative to themth loudspeaker
can be expressed as

hm(l) =

i1∑

i=i0

f̃i,m−i(l) · e−jωlτ i,m−i ·di(l) · z(m− i), (6)

where i0 = max(0,m−W ), i1 = min(M−W,m+W−2)
and di(l) = di(ωl). The index i = i0, . . . , i1 spans the sub-
arrays that include the mth loudspeaker and τ i,m−1 per-
forms the alignment of the beamforming filters from differ-
ent sub-arrays. The windowing function z is a squared Han-
ning window [5] of length W . Further details can be found
in [2]. Coefficients hm(l) are organized in a matrix H of
dimensions M × L. Finally, the M time-domain render-
ing filters h are obtained with the L-point Inverse Fourier
transform over the rows of the matrix H.
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Figure 3. The acoustic scene rendered by the
rendering system.

3.3. Example of Use

The scene rendered in the demonstration is shown in Fig.
3. Two sources (a female and a male speakers) are placed
behind the corner of two parallel walls that form an aperture
in front of the listening area. Due to the reciprocal config-
uration of walls and speakers, we can identify three distinct
zone in the listening area: a region where only the source
2 is audible, a region where both sources are audible , and
a region where only source 1 is audible. Notice also that
the region where both sources are audible narrows as the
listener moves away from the aperture, until both sources
become inaudible. The loudspeakers form a linear array
two meters long on the lying line of the virtual walls. Both
sources are characterized by a proper cardioid directivity
c(l) and are oriented towards the listening area. The di-
rectivity functions d(j)i (l), j = 1, 2 defined in 1 are related
toc(l) through

d
(j)
i (l) =

{
c(l) in the audible area
c(l)
1000 in the shadow area

(7)

The actual average attenuation of the sources in the shadow
areas has been measured to be of approximately 25 dB,
quite close to the desired effect. In this demonstration we
did not include diffractive effects on the part of the corners
of the walls. Figure 3.3 shows an example of installation of
the system. In order to provide the listener a visual feed-
back, a tracking system is included, based on a Kinect cam-
era and a display. The camera localizes in space the listener,
and the display visualizes the acoustic scene from her/his
viewpoint. The 2D display in front of the array only helps
understanding the border between the different regions in
the listening area and appreciating the correspondence be-
tween audio and visual cues. The tracking and audio sys-
tems are independent and no transmission between them is
in place.

Figure 4. Example of the installation of the
system

4. Conclusions and future developments

In this demonstration we proposed a system for render-
ing directional sources using a loudspeaker array, based on
the Plane Wave Decomposition of the desired sound field.
We envision this framework to be the engine of a more so-
phisticated rendering system which adopts an object-based
description of the acoustic scene.
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